
Collaboration and Safety in AI 

I would like to share with you the interview on Collaboration and Safety in 

AI and several lines of my comments: https://youtu.be/9B02MzWwkSo 

In this fascinating interview, Stanford experts Mira Murati (CTO, OpenAI) 

and Fe-Fe Li, Stanford University professor, share their experience with 

prototyping GPT (Generator of Paragraph Text) and DALL-E (Deep 

Learning AI System to generate images). 

https://youtu.be/9B02MzWwkSo 

Two important points:  

1) Recognition that a collaborative eco-system must be much wider than 

four-five big companies, major contributors to AI.  

2) Need for safety mechanisms in the area of AI research and 

development.  

Mira Murati and Fe-Fe Li are working on establishing a global Ethics 

Review Board on AI. This organization will act similarly to the Institutional 

Review Board (IRB), which approves medical research in the US.  

Conversational AI is becoming mainstream. Check the Notion AI: 

https://www.notion.so/product/ai and local services delivery: 

https://www.linkedin.com/company/dabhand-usa/ and more startups in this 

area. 

Administrative control can be good or at least as good as people providing 

this function.  

A complementary technological umbrella can make it even better and safer.  

What kind of technology can provide this umbrella? 

Collaborative development projects can be built with the Development 

Factory, where Conversational AI not only helps develop projects but also 

allows to ensure that the conversation is within a specified knowledge 

domain and towards specified goals.  

 
More: https://dabhand.biz/album/Technology/CollaborationUmbrellaInAI.pdf 
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